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Abst rac t

A moclcl  has been clevelopecl  for the behavior of an isolatecl  fluicl  drop  of a single compound
immersed into another compound in finite, cluiescent  surroundings at supexcritical  conclitiolls.
The moclel  is based upon fluctuation theory which accounts for both Sorct ancl L)ufour ef[ects
in the calculation of the transport matrix relating molar and heat fIuxes  to the transport
properties anti the thermodynamic variables. ‘The transport properties have bccll  nlocleled  over
a wide range of pressure ancl temperature variation a])plicable  to 1,(3X – H2 conditions in rocket
motor combustion chambers. The equations of state have been calculated using a previously-
derived, computationally-ef  ficient  ancl accurate protocol. Results obtained for the 1,02 -- H2
system show that the supercritical  behavior is essex~tially  one of cliffusion.  The tenll)crature
profile relaxes fastest followecl  by the density ancl  lastly by the mass fraction profile. AIi
eflective I,ewis number calculated using theory clerivecl  elswhere  show’s  that it is larger by
approximately a factor of 40 than the traditional l,ewis number. The parametric ~’ariations
show that gradients increasingly persist with increasing fluid  chop size or pressure, ancl w’itll
decreasing temperature. The implication of these results upon accurate measurements of fiuicl
drop size uncler supercritical  conditions is cliscussccl.

1. Introduction

Licluicl  rocket engine design is nc)t a matlu’e  technology in that  the issues of reliability  ald efficiency
are unresolved. Chment  designs are still basecl UI)OX1  empirical knowledge ancl theory  that, cloes
not portray the complexities of the physic;al processes and of the environment in the combllstion
chambers. The extellsive review on liquicl  propellant, rocket instabilities colnpilecl  by lIarrje  ancl
Reardon  [I] more than twenty years ago remains the base of rocket ckxigll despite the illcreasecl
lmclerstancling  that many of the approximations macle in performing the calcxdations  com~)romise
the validity of the results.

One of the foundations of licplid  rocket  instabilities is the theory of isolatecl  chop evaporation
ancl Combllstion  in an infhlit,c  nleclilun  [1], [2]. ‘~he early version of that theory was  based on the
assumption of quasi-steacly  gas behavior with respect  to the licluicl  phase, an assumption strictly
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valid only at low pmsluws where the liqllid  density is three orders of nmgnitllde  larger than that,
of the gas. Recognizing that at the elcmted  pmmwes of liqllid  rorkct chambers th~ licl~~id dmsity
approaches that of the gas, the qllasi-steady assumption was relaxed in other investigations [3], [4],
[5], [6], [7]. However, it is only recently that the description of the fldl complexity of combllstion
chambers  processes was undertaken; this includes not, only the complete  lmst,eady  treatment of the
conservation equations but also appropriate equations of state with consistent mixing rules and
transport properties valid over transcritical/supercritical  conditions.

‘The discussion below emphasizes the Lo ~ system became its behavior sometimes contrasts

with that observed for hydrocarbons as noted by Chesnau  et al. [8]. Therefore, the results of many
interesting stlldies  in the context of Diesel engines or high-presslm  gas turbine engines will not, be
dismlssecl.  Sllch a dimwsion  appears in the review of Givler  ancl Abraham [9].

Yang et al. [10] described the vaporization of a liquid oxygen drop (LO, ) in hychogen  over a wide
range of pressures. The model inclucles thermodynamic non-iclealit,ies,  variable properties and the
assumption of liquid-vapor phase equilibria. The Soret term accounting for species trallsport  due
to thermal gradients and the Dufour term accounting for heat, transfer resulting frolu  concentration
gradients arc neglected. III the side of the drop boundary containing hydrogen, the Soave-Recllicl~-
Kwong  (SRK)  equation of state (EOS) is used to calmdate the compressibi l i ty  factor  while tile
dellsity of in the L02  sicie  of the boundary is given by mwe-fittecl experimental data. I’he thmnal
colldllctivities and heat capacitim are correlated as fimctiolls  of density  and tempmatlm,  the liclllid
cliff usivity  is estimated following Scheibel’s  [1 1 ] proc:edurel  and the binary cliffllsion  (Moeffic:ients  are
calculated following the corresponding states  method of I’akahashi [12]. Calcldations  are initiated
with a drop at subcritical temperature in s~urounclings  where the pressure ancl tenlpmat~lre  are both
above the critical point; once the drop slmface  temperatllre  reaches the critical point,, the ammption
is II)Laclc that, it is this sllrf.ace t,llat colltilllles  to defl~~e a gas/liclllid  interracial  bollllclary  and t,hlls
it is its motion  that defines the chop regression rate. ‘1’his  surface tracks thlls the progression of
a liclllicl  entity  composccl  of both  1.07 and hyclrogeI~  in  con t ras t ,  to the p{we 1,0,.  clrop.  I“’lots o f
the temperatllre,  mole fraction and density  all show steep gradients arolmd  what is preslunably  the
i~lterfacc!  (the interfacia~  bomldaz’y  is not indicated 0]1 the clu’vcs).  ~~ecallse the radial coordinate is
logarithmic, it is impossible to compare the: cletailecl  evollltio]l  of tile  heat, vemlls  the mass transfer;
howcwr, plots of tllc I,cwis  nlunbcr  S11OW that it reaches values  at large as 1.9 o~l the hydrogen
sid(’ aIld 1.3 in the I,Or side.  ‘1’llc rcs~llts snow tile illcreasillg  im~~ortancc  of  hydrogen difTllsioll
into lJOT and the increase in vaporizatioll  rate with increasing pressllre. Slwprisinglyj  the resldts
sllovf that the classical, qlmsi-steady-derivccl  D2--law  [2] remains valid for all presslues (5-250 atm)
and drop cliamciers  (5x 10-6–300 x 10 - 6nl). IIsiao  et al. [13] extelldcd the stlldy  of [1 O] to include
col)vective  eflccts.  In this new version,  the I)elledict-Wel]b-Itllt~ill  (BWR) lK)S in conj(mction  with
all extencled  corresponding states principle, replaces the SRI< 120S for the plwposc~ of achieving
higher-accuracy density predictions and the corresponding states prin(:iple  is applied  to calclllate
transl)o~t  properties. Il,esldts  from the calclllatio~l  show that the interface defined by the critical
teltlperatllre  deforms and stretches throlqgholltj the drop lifetime present)ilg  a convex slufacc  to the
inconlillg  flow. The motion of the drop is defined by the motion of its center of gravity and a drag
coefficient is calcldatfecl.

‘1’he moclel  of Delplanaqlle  and Sirigllano  [14] is similar to that of [10] in that Sorct allcl Dllfout
effects arc neglected and phase equilibrilun  is ammed;  additionally, since the cal(:ldatiolls  arc’ not,
~JImued  bcyolld  the drop slwface  reaching the critical point, the mixtllre  is approximated by a gas
Ivith lllixtllre-a\~er:igccl  propcxtries. ‘I)he Chllch  ancl l’mmlitz  [15] version of the Rccllich-Kwong
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(RK) EOS is llsccl  and the themophysical  ancl transport properties arc comlatcd  from data with
Ilo correction for real gas behavior. The cliflllsion  coefficients are calmdatcd  llsing  clillltc’  gas theory
and it, is Imccrtain  whether the clismlssed high-prcsslwe  effects [16] arc i~]clllded.  The liqllid  density
is evaluated using the IIaxlkillsol~-Brobst-Tllol~lsoll  method [1 6] and the isobaric heat, capacity is
obt ainecl  t,hrollgh  an ideal gas correlation [16]. Since there is a unique relationship between heat
capacities and the enthalpy  as expressed by the fi~OS,  it is not clear that,  this  thermodynamic
relationship is satisfied by this procecllne. Results from the calculations show that  the lJOz drop
surface reaches the critical temperature in a time much smaller than the characteristic the:lnal
diffusioll  time.

More recently, Halclenwang  et al. [17] constr~wted  a model similar to those  in [10] ancl [14],
bllt  identified the drop sllrfacc with the location where themodynami(:  eclllilibrilurl  oc(:lm.  The
MS F;OS is used in the model and CP is estimated ildcpcnclently  of the EOS, possibly int,rodlwing
incollsistencies  in the thermodynamics. The binary diffusion coefficients were calullated throlq$

enl~)irical correlations [16] in liqllids  ancl clense  gas, and the thermal collcIuctivity  was calcldated
using stanclard  mixing rules and experimental data for pure sllbstances.  In this study,  the sllbcrit,ical
regime is clefinccl  as that for which the mass fuaction  at the surface remains higher than that
corresponding to the value for which the surface temperature is the critical tfempcratlue  dllring
the entire drop  lifetime. With this definition, the evolution of a LOr drop initially at 100K in
sllrro~lndings  at, 1000K ancl 8hlPa  is classified m sllbcritical  behavior alt, hollgh  obviollsly  there is no
material drop surface at, those conditions. Calculations performed with different tlllcrllloclyllalllic:
properties yield results clualitatively similar but quantitatively clifl’ercllt.  Jllst as itl [10], the Ilz – law
remains valid both is the subcritical and sllpercritica]  reginles.  Comparisons with the microgravity
observations of Sato [18] for n-octane show similar trencls:  the clrop lifetime decreases \vitll increasing
pressllre in the subcritical regime and increases with increasing pressllre  ill  the sllpercritical  regilne.
’11

0 cvalllatc the impact of the assumed interface location (at tllc  critical telllperatllre  [10] ~“erslls  the
satllratjion  temperature [17]), results are presented with the model of [17] llsillg each  assllltllJtion,
and they are further  compared with those of [10]; althol@l there is qllalitativc  agree lncllt  between
the drop lifetime vers~ls the recllmed pressllre mlrvcs folmd  by the allthors  llsing  each asslmlptionl
their variation is not similar to that of [10]. A further detailecl  evaluation of the illfllwncc  of
the interface clefillition  reveals that,  in contrast to the sitlmtiorl  whell  tllle itlterface is lo(:atcd  at
the critical point, an increase in radius is obtainecl  in the tfrallscritical  regil[lc  whml tile slwface
i s  asslllned  to be at tllerltloclyllall~ic  eclllilibrilml. l’his effect  is attribllted  to t h e  itlcreasc  in tile
difference between ecluilibrilml  rim.%’ fraction and critical mass fraction with increasillg l)ressllre.
“1’hc obviolls  conclllsion  from this stldy  is that it is not only the conservation eqllatic)ns,  EOS, and
transport properties that nlllst  be acmuately  modeled, but also the interface processes.

lIalclenwang  et al. [17] also note that the resllltls  of [1 O] and [14] for identical conditions have
Inorc  than one orcler of magnitjlde  discrepancy, and that,  their own resldts  do llot  agree with those
of either olle of these studies; this indicates that it is only throllgh  comparisons with experiments
that, the cause of the difference could  be resolved. IIowevcr,  experiments with 1,01 -- hydrogen
combinations are prohibitive y expensive because of the associated safety as~wct. Adclitionally,  the
interpretation of the results is not straightforward as will be discllssecl  below.

Circumventing the clificulty  of L OT in hydrogen alld  that,  of very high pressllrcs, Chcsilall  et
al. [8] present a set of experiments for L02 evaporation in air, nitrogen and }lclilun at, 0.1 hIPa

and 3 MPa. Since the clatfa was acqllirecl  through imaging, the drop slufw:e is a mcas~wc of steep
dcllsity  gradients. The data shows that at 0.1 Ml>a, the 112– law is validated wit,hitl t}lc Iatlgc  of
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experimental error. In contrast,, at 2 hlPa the slope of D2 changes with time, which is do(:lmlcntc[i
as an unsteadiness in the evaporation constant; this lmstfcadiness  increases with increasing prcssim.
‘Ilcsc observations seem to disprove the previolls  theoretical predictions of the Dz –law holding over
the entire subcritical range. More  recently, Chauveau and Gokalp [19] accluired  data for LO. in
helium at up to 65 bars under gravity conditions. The drop was suspended from a fiber,  indicating
that it was not pure  LOZ  which becomes super critical (and thus has zero surface tension) at 5.043
hIPa. Both sets of data show that the evaporation rate increases with increasing presslwe,  lmlike
the data of Sato et al. [18] for n-octane and that of Challveau  et al. [20], [21] for n-heptane
and methanol showing a minimum in the evaporation rate at the critical point.  Chesnall et al.
[8] attempt, to explain the difference between the variation of the evaporation rate of LOr  and
hydrocarbons with pressure on the basis of the rcdllced temperature in the drops .sImolmclings
~vlli(’h ill their experiments was supercritical for LO= bllt  sllbcritical  for the hydroca rbons .  Th i s
explanation is not colwincing  since the data of Sato et al. [18] was accluired  for blwning  n-o(tane
drops and therefore at supercritical  surrollllcling  temperature since the critical tempcratllrc  of 11-
octane is 570 K. Therefore, the qualitative agreemcmt  between Halclenwang  et al. ‘s drop lifetime
~rariation with pressllre  for LOT [17] ancl the observations of Sato et al. [18] is sllspiciolls  and may
indicate a flaw in the model rather than a validation of the Inoclcl.

‘1’hc above discussion shows that there is still a wide gap between the cxwrcnt nloclelillg capability
of L OZ drops in hydrogen ancl that  necessary for advancill.g  the state of the art in liqllicl  rocket
motor  design. The model  presented below constitlltcs  an inlprovement  over the existing Inociels  in
that it inclllcles Soret  ancl Dufour  cfiects,  alld  tllcrllloclyllall]ic  llollcqllilil>rilll~l  between phases, none
of ~vllich  were included in [17], [1 O] ancl [14]. ‘1’his  set  of conservation eclllat,ions  and a kinetic law
(equivalent to the La~~g~~~~~ir-K~~l~dse~~ law that  is valid for liq~licl  evaporation) derived hem for dense
gas are COIIPICC1  with accxlratc  120S’s ancl transport coefficients over the sllbcritic:al/s{  ll~c!rcritical
range for both LOZ and hydrogen. ‘1’llc  Inoclcl  (Isccl  for tllc F;OS’s has b e e n  clescribecl  ill clctail

elscnvhere  [22]; these EOS’S are obtainecl  hy cnuwc fitting clata  ancl flmther  extrapolation ~wing the
collcept  of clepartluw  function [16]. q’he importance of Soret and Dllfour efl’ccks  is the sllbject of
clis(:~lssiol~s  in IIarstacl  ancl Bellall  [23] while the t,llcrllloclyllalllic  eclllilibrilun  asslllllption  is sho~vll  by
Bellan  ancl Sumtnerfield  [24] to be m~realist,ic  in certain sitllations  even unclcx sllbcritical  conditions.

2. M o d e l

‘1’he model of the collscrvatioll  cclllations  is basccl oll the: fl{lctllation  tllcc)ry of Kcizct  [25], also
clcscribcd  by Peacock-Lopez ancl FVooclhollsc  [26]. ‘1’he advantage of this theory is that,  it i[lllcrently
accolmts  for llollcclllilibrilllll  prcmsscs and nat,llrally  lCaCIS  to t,~lc most  gCllClal flllicl  cclllatiolls b y

—+
relating  the partial molar fluxes, J i, alld  the heat, flux, q‘, t o tllelllloclyIlaltlic  qlmlltiticx.

2 .1 .  Conse rva t ion  equa t ions

In general form, the conservation cclllations  arc:
-contillllity

~P WJUP) .= o
~+

(9Xp

where the conventional inclex Ilotation  for expressing clcxivativcx  and slmls  apply.

(2.1)
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-momcntlm conservation on the n direction

qpua) +qpw~)

d C3ql

where  Tao = qT,~zZ [(i?ua/dzB + C51Lo/dza) - (2/3)  &@7/8x7]  is the stress  tc::lsor  in Wllicll  d~p is a
tensor having unit diagonal, its other  components being 111111.

-species conservation

-enthalpy  eqllatioll

where @U = Ta&hfo/&zp  is the viscolls  dissipation alld  n = p / m .

I’lllctllatiolltll  eoryrclates  ~+i and  ~ totl~etrallslJortIllatrixL  throl@

N
u’2~I,2qV~–~l,ijV(@flj),  ‘~’=I,qqV@–~IJqjV(@jLJ)

(2.3)

(2.4)

(2.5)
~ 1

Here  Lil aretlleF  ick’sdiff~lsiolle  lelllel~ts, l~~~is tllC~Follricrt  llcrlllalCl  iflllsiollel  elllellt,  1~1~ aretlle
Soret cliffllsion  and Lqj arethellllfollr  clifi~lsiollelelllellts  alld~ = l/( RUT).  The Onsager  relations
state that, 1>2J = Lji and Liq z I,ql. Acklitionally,  conservation of fluxes  and mass ill the system

imply that  ~~ ?ni J}i = ~> alld ~~ Lijnt, = O for j 6 [1, N] aTld j = (~.
[Jsing  the t}]crl~loclyllal~lic  relationship

(2.6)

+
OllC  can calcxdate  J , from 2.5 and 2.6.

In general, this formalism proceecls with
the pair-wise mass cliff  usion  coefficients for

elements are the thermal cliff  usion  factors
considerably to yield

—.

the clefillitlion  of a symmetric:  matrix wllosc  elclncmts arc
the ,nixt(lre  ll!~~~, and  all alltisylllllletri[:  matrix wl~ose

J’l == –(7712/711)( J’a -t
~,,, ‘: Lll (~1/7TLZ)21J/(XIX2) k a I[lass dffllsion
bet,wecn  the thermal and mass diflusivities,  and

I“oI a binary  mixtllre, this  forlllalislll  silnI~lifim

x~x@pD,,,v  111 T) (~.~)

coefficient, q = (L1q/L11)/h7L2/nL  is the ratio



(2[)11 = CY[)22  = —CYD12  = —01)21  = (2[). F’luther,  Eq.  2.3 cm be simplified to yield

DX1 11X2—  c—
m

=V.71”– T
nL2n

where DX1/Dt  = dX1/8t + ZL@X1/dZB,  and X 1 = m2Y1/[n~l  + (7722 – ml)Y1].
2.8 and 2.9 one  obtains

where au = [(8u/8T)2,,x1  ]/v and

(2.10)

Conlbilling  Eqs.  2.4,

71 (2.11)

(Z.]2)

(hnsistent  with the previolls  definitions, ~ = ~L~~/~’ .

2.2. Boundary  cond i t ions

Bounclary  conditions must be appliecl at three differwt  locations: the flllid drop center, the interface
~,llich is illitiallY bet,\veell the pllre  LOT drop and t,llc fluid, allcl  t,lle far field. 11] this Illodel,  the fat

field is set  at a finite location, which is a multiple  of the initial flllid drop radills,  froln  the initial
interface. Consistent with prcviolls  terminology froln  sllbcritical  theory  [27], this far field locatioll
is called the edge  of the ‘sphere of inflllence’ alld  is located at R,i.

At the center of each entity, spherical symmetry collciitions  prevail, whereas at the cclge  of the
sphere  of influence known conditions apply.

‘1’hc conditions at the interface express not oIlly conscrvatioll  of mass, s~)ecies, lnolnelltllln  ancl
erlergy, but, also  nonequilibrillm  evaporation mld solvatic)n. IIlitially,  1.07  exists for r < R~ mld the
sllperscript  L is usecl  in this side of the interface. At t =- O, a fluid that,  is prinlarily  F]j slwrounds
the drop and the superscript G is used  for I’ > ~~d. In contrast to the plltely  sllbcritival  sit~lation
[27] vhme the interface is WC1l defined  by a surface where there is a shar],  change i~~ dm~sity, hem
them is an arbitrariness in defining an interface that should be followccl  in time. As wc sho~v ill the
ltcsldts  section, the gradients of the mass fraction ancl density  do not, coixlcidc, so that, following
the pllre drop interface is not, equivalent to following the maximlun  density graclicvlt  u’llic]  1 is ~vhat
is optically cletectecl. Since  at sl:pcrcritical  conditions tllc  physical phase change int crfacc  does
not, exist, wc are free to choose an interface that \vc want to follow. Ultimately, Iulder  sllbcritical
collditjions the choice  has to be consistent, with the plltely slltx:ritical theory.

Since  prcviolls  resldts have SI1OWI1  that  llollcclllilit~rilllll  effects can be importa]lt  [24], \ve do Ilot
make the ass[lmption  of eqllilibrium  evaporation utilized  by all other invcsti.gators  (c. f. [17], [10]
and [14] ). The equilibrimn  evaporation essentially specifics the mass fraction itl  the gas side OI1(W t,hc
mass fraction in the drop side and the temperatluw  at the slwface  arc kllown. ‘1’hc slnall  cllara(teristi(
time of thermodynamic eqllilibrat,ion  illtrodlm!s  allot~ler complication ill  the bollndary  colditiolls
bccallse  it rcmders the ecplations  very stiff. Ncwcrtllclms,  llol~cclllilibrilllll  Illllst be considcxwd  sinc:c
tllcrc is no physical justificatioll  for eqllilibrium.

S imple  accolmting  of unknowns at, the illtcrfa~c  yields:  ZIt al~d V$; X:i alld  x~~; pj and P~; ~~~;
I“b; and p~. ‘1’he interface unknowns are determined from t,hc jllmp conditions in the commvat  ion of
lnass  density, mass fractiolls,  molllc!lltllln, ald enc:rgy;  by t,h~it’  very  natllt’e, these are coln~)llted at
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the numerical-cell bolmdary.  The interface variables are related by conservation st atemcmts  to the
variables at aclj scent nodes located at, munerical-cell centers. Viscous eflkcts  ale IIC!gkX:tCd  bcxallsc!
they are generally very small; so arc Ma  cflects. Sill(:c  the prcssllrc is Inainly  detwnincd  by its
far fielcl value, the momentum eqllation  at the interface clctermines  only the very  snlall
pertlwbation.

In mathematical form the conservation statements at r = & are:
-mass balance

W C define a mass
dR~/dt).

-heat balance

dI?d/dt)

tjllat)  is consistent  witj]l ~~,,,, ❑ =

w h e r e  h: == hi (pb,  Tb,  X:) , hf  = ~lj (Pb, Tb, Xfi) and ILf – h! is the heat of cwaporatioll
)1; - h; is the heat of solution.

- balance of species 1 flllx

ml (J:,b – J;r,b ) = (Y; - Y:)%,.

-l~olleq~lilibrillr~l  evaporation law
Calculating the flllxes at the molemdar level, one obt,ai~ls

fi;,r,. = ~ [najntju,’j(~l:,qt’,l  -  71:)]
‘j~ 1,2

presslm

(2.13)

pf(u;  –

(2.14)

~~,he~eas

(2.15)

(2.16)

where n~~~Uil ‘s are calculated from tllcrmoclyllamic  relationships [15] and uqj is the mcall  Illoleclllar
velo~it,y  cIoSSiIlg  a plane  iI~  one di~e~tioll.  T’]le  expressions fOI’ ?l~equil ‘S are

r  ‘; = p?)/(RuT).~r~~ele  ~
‘1’0 calculate the lulkuowus  from the interface  jllnlp  relatiollsllips  wc ~)rocced as follows: V; is

calcldated  tjhrol@  the contfinllity  equa t ion  in the drop,  p~ is givcm by the far field vallw and a
pertllrbation  calmdated  from the n~onleldmn  equa t ion ,  p: and p: are cal~lllated frolI~ the ~~OS’S
olice 7L, x~b ancl X~~ a r e  k n o w n , and  & is calculated froln  the rclatiollship  relating it to l’~,,,,.

‘1’here remains to calculate zfl, ,~ Fe,,,,,  X~, X~~ ancl lb. “1’hat means that  we neccl  to ca lcu la te  f ive-.
mlknowns  from four  eqllations;  the degree of arbitrariness
to close the system of eqllations.  111 OIW calcldations,  X;
species 1 equation in an inner  layer at the clrop slwface.
regression of the initially pure LO~; ill the sI~atial  legioll
fraction of HZ is very small.

7

in choosing the ilkerface  location allows
is specified by the aclclitiollal IISC of the
l’llis  choice res~dts in R~ following the

where  r is slightly greater R(l, the IIlass
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2 .3 .  Transpor t  p roper t i e s

2.3.1.  Viscosi t ies  and thermal conduct  ivities

Generic plots of viscosities and thermal conclllctivit,ies  vers[ls  T/7~ are very similar [16]. 111 the low
p (ideal gas)  regime they exhibit an increase with 7’, while at high  p they exhibit, a dec:reasc ill the
low T regime until a minimum is reached followed by monotonic increase at high T/7~. In the high
(l’’/TC, p/pC) regime, an asymptotic behavior exists for all curves. This variatioll  sllggests  a protocol

for correlating qz (T, p) and &(7’, p): first we correlate the values in the low p limit as a flmctlion
of 7’, then we create an excess f{mction  by sllbtracting  the low p flmction  from the high p data,
and finally we correlate the high p data versus (T, p). The oxygen thermal condlmtivity  obtained
through this procedure is depicted in Fig. 1 and shows good agreement with the data represented
by the circles.

The individual components properties are used with the corresponding states formalism of Teja
and Rice [16] to calculate the mixture properties. his procedure uses averagillg  with weighing
factors which are quantities that are flmctions  of critical propcxl,ies  of each component, ThlN

“)) == c,)vj/3/(m2RuT~i)0
 5 

ancl  s!~) =~~,)le~e ~, 2“3[’7n2/(R~2’c~)  ]0”5 with C,l and CA being constants OfCAI)C*
~,,z~) and P, ~ ~l(~)C,/I)C,,,,,T)value  Ilear  lmity.  The vallles  of 7jl and Ai arc calcxdated  at, T. = 7’(7’Ct/T

w h e r e  c1 is dcpcncient  only  on ?’. According to ~~irci et al. [29], QT‘~~) is altnost  illdc~xmdent  o f

‘i~) for a general flllid exists to o(lt k[lowlmlge.concclltratfion  for gases. No formalism for calculating a~
1x1 all results presented here CT is taken constant allcl  cq = 0.05. Rcsultls  f~om calclllatiolls with n~
values of 0.01 ancl 0.0 at several sllpcrcritical  pressluws  are clisclumxl in Harstad alld  llellall  [23].
Examination of these resldts shows that, they are illsensitive  to the vallm of QT for the (om~)o~ltlcls
considered and in the range of parameters investigated.

2.3.2. ]Iiffusion  coefficients

There are follr steps  in the calcxdation  of the binary  difl’llsion cocff”icimlts:  Fimt the l)illary  in f in i t e
dillltion  coefficients for a gas are calcldatccl  Ilsitlg  the formalism of Ilird et al. [29]. Second, t,hc
infinite clilutlion coefficients for a liq~licl arc calculated using  the fornlalisln  of ‘llyI1  alld  ~allls [30].
‘I1hird, the infinite dillltion  coefficients for the gas and liquid  are CO1llbilled  thlollgh  an iIlt erpolation
to yiclcl the infinite clilution  cocfflcient,s for a binary mixture in both s~lbcritical  and sllpcr(:ritical
regimes. Fourth, the corresponding states formalism of Teja ancl Rice [16] is USCC1 to calculate the
binary cliffusion coefficients from the binary ixlfinite  clillltion cocfllcients. These formulations are

presented briefly below:
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1. Infinite dillltion  cocfflcient,s for a gas. Accordillg  to Bird et al. [29], for a bilmry
nlixtllre wllerc  component 1 diffllses into component 2, ill tile lilnit Xl + O,

r

2 RUT ?1’2
n~~=– —

3 2niii12 NAQ12
(2.19)

where, following corresponding states arguments [29]

Q12 ~ 1,11,2 (7;,)-  s(~’Ft) (2.20)

in which T1l = T/@~  and lCJ - (vC./N~)  lJ3charactcrizcs the Inolccxdar  separation length at
the critical point,. In the limit Tfl << 1, S(TR)  == 0.323 [29]. The general flmctional  variation of
S(7~) obtained by fitting experimental clata  is presented by Reid et al. [16] for 0.139< 7~ < 6.2;
the cluwe is here fitted by S(TH) = 0.426 – 0.1741 1x1 7}{ – 0.04656(111 T~)2 ~- 0.03447  (11~7jt)3.  For
Tf{ <0.139, S(TR)  == 0.3234 is USCC1,  whereas for Ii >6.2, S(T1{)  = 0.16272 (which is the vallle  at
TR = 6.2) is used.

2. Infinite clilution  coefficients for a liclllid. lhc Stokes-Einsteill  formula calcll-

lates the mobility of a molecule assuming that it behaves as a sphere in a slow flow, and thlls
that, its motion can be clescribecl by the combined eficct  of inertia ancl Stokes drag. l’hc rcsldt
is that tjhc moleclde  appears to diffuse through the flow with an cflcciivc  diffusion cocfflcicnt  that
is related to the medium  viscosity. If one ilnagines  this molemde  bclongillg  to conlpollcnt,  1 and
the medium being the pure component 2, one obtains t]lc
liqllids

illfinitc  dillltion  diffllsion  cocff”iciellt  for

(2.21)

where the characteristic molecular scale length  is l; = 4nd1. The Eyring  theory colnbincd  with clata
correlating an activation energy to the latent  heat of evaporation provides the means to calculate
the viscosity ?~2 [28]. In Eyring’s theory, an activated state is defined as that having tile longest
characteristic time for a process; in the context of molccxdar  motion, it is the time necessary for
a molecule to jump from one site to another a.ssunling  that,  t,llc liqllid  has a lattice-like st,r~lct,~m.
Since the bonds between molecules arc also those necessary to break cllwing  evapo~atioll,  it is lmt~ual
to relate the free energy  of activation to tlllc cnthalpy  of cvaporatioll  (see Bird et al. [29]). ‘1’hc
coml~inc(l  rcslllt  is

12 ~2~
?]’2 E exp[G2/(Rul’)]

?12
(2.22)

—
~rhele  G2 ~ ~G2 —  Rug’ hI[12{11’/(hp  NA)], ~G2 = o.40~(~}L2,euaJ, - Ru7 ‘ )  m’alllatccl at
T== !i”i,,,~, and 12 = (Z~2/NA)  l/3. ‘Mc value of dlis plovi~k:cl  bY the TYI1 allcl  ~al’ls follllllla  [30], [16]
based on the theory  of corresponding states; in nlicrolls,  tlie  reslllt is

(-iI == 1.23 X 10-a
(9’($%)

(2.23)

3. Infinite ciilllt,ion cliflllsion  coefficient for a flllid. The forms of F@.2. 19 and 2.20
fOr a gas, and the combination of Eqs.  2.21, 2.22,2.23 yieldiw  02 Swest  th~~ form of the ew)ression
for a general flllicl:

CJ



T)lz = l@2(11/lj)f12

u’llerc fl~ is an ext,ensioll  flmctlioll froln  t,lle gas to the liqllid

al. [29], it may be inferred that for a liquid

(~.~zl)

bcllavior.  l?rom the resldts  of Bird et

(2.z5)

whele G2 is positive. I?OI a gas,  the same formula applies with G2 ~ O. Both behaviors arc captluwl

by replacing G 2 by max(G2, O) in Eq.2.25. FunctioIl  ~12 is chosen to insllrc  that,  the gas ancl liqllicl
(~~q) = I, ~vhereas f12expressiolls  for DIz are recovered; since ~12 ‘gas) >>

large,  an interpolation between gas and liquid valllcs  is appropriate.

ff$)
= :Jw(&)’j”R)

fl;’uid) = max(l , jf;as))

fl$q) “ 1

Errors  of 10’%0-3O% or more lnay be expcctcxl  ill the flllid regime.

1 because both V2 and lZ are
Thus

Howcvcx, no practical theory
that, is better for calculating infinite dilution clifillsion  coefficients for a genera] flllid is available.

4. Mixt,ure  binary diffusion cocffltients for a general binary fillicl.  The co~rcsponcl-
ing states formalism usccl by ‘Ikja and Iiice [16] for calc(dating  clifiusion coefficicmts yields

3. Numerical method

As lllelltionml  above, Ma <<1, and thl~s  tile press(wc  is calclllatcd  as p(7, t) =- pm(t) + p’ (7, i) \vhere
pm(t) is specified and p’ (r, t) is a small perturbation calcxdated  from the molnentlml  eqllat  ion.

“1’he equations are recast in a collvcllicntl form for Illmlcrical  analysis as follows: ‘1’he density
derivatives in F,q. 2.1 are repla(xxl  Ilsitlg tllc  rclatiollshiJ)

d 111/) = –a,jdl’ + qdp +- ~(mj/m -- 7~j/?l)d~J (3.1)
1

wllm c tq == — (1/v) (& J/c3p)T  X3 is tfhc isotherlnal  colll~)ressil)ility.  ~c)lnbining  Eel. 3.1, 2.1, 2.10 and
2.11 yiclcls

wllcre  the dissipative expansion

(3.2)

(3.3)
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represents the effect  c)f entropy proclllct,ion and ~. = ~7, — (oV)zT/(n  Cl)) is the iscntropic  conlprcEx-
ibility.

The prilnitivc  variables am p, T’, A’j (or Yj), and uLj.  The qlmntitim  p, oI~, C’l,,  (Yu, ~., 03 and h]
are calculated from the state equation. At any time step, the solution is found by iterating in two
sequen t i a l  pairs. The first pair is u. ancl p’; the second pair is T and Y1. Spherical symmetry is
assumed ancl the r coordinate is given  by a time dependent, gricl.  The thermodynamic variables are
calcldatecl  at grid cell centers, whereas the velocity and fluxes are calculated at grid cell boundaries.
The grid motion is Cleterminecl by fixing  one bollnclary  at the moving interface, R~(t), and by
choosing the outermost boundary, R~i(t),  to follow the flllid motion (Lagrangian far field bolmdary);
dR~i/dt = u, (r = li’~i). Due to cxpcct,ecl  s h a r p  graclients, the grid spacing is smallest near the

interface.
An iterate of the flow clynamics  (u,, p’ ) pair is done in two steps. First, Ec l. 3.2 is used to

produce a predicted velocity when p’ is neglected and the small viscolls  clissipation  is estilnated by
the prior iterate; the interface velocity jlunp is appliecl. Second, 13qs.  2.2 ancl 3.2 arc Iwxl to correct
tile  velocity and find p’ through the usc of a potential function.

1“’he seconcl  pair of variables, (7’, Y1 ) is obtained by iteratively solving Eqs.  2.10 and 2.11 as a
pair of collpled  COIIVeCt,iOI1-difhlSiOIl  equations. Upwind  differencing  of the! convection terms is Ilsed
in regions of large gradients; relative  to tile  local grid motion,  the cffcctilre  convcxtioll  \relocity  is
v. – dr~/dt. The clifierence  eqllat,ions  for the time! dcpelldcmt  vectors of cell center vallles  of 7’ and
Y l are ill  the form of coupled matrix equations. l’he matrix clcmcmts related to cells at the interface
are lnmlified  to satisfy the conditions at t,hc interface. At the chop center, tllc gradiellts  are I1llll;
at the far field bounclary,  the valllcs  of the variables are known. Dllring any particular time step,
an iterate is accomplished by a two stage process: first, there is a partial explicit t,ilne step which is
followed by an implicit time step. The implicit, time step requires  a matrix iteration basecl on the
l’honla.$ algorithm for inverting tricliagonal  matrices [31].

Ilcxause  the time constant, associated Ivith Eel. 2.16 is ~wry small, the eclllations  are very stiff.
‘lhcrefore,  clluing  a time step iterate, a separate iteration is requirccl  to calcldate the interface
(ollditions.  ‘J’hesc conditions are then used in the radial velocity calcldatlions  allcl  in the forlaatioll
of tllc  (7’, Y1 ) vector pair matrices.

4. Results

In order to better understand the trcmds predicted by this Inoclel,  we first analyze a baseline calcll-
lation and then present a parametric stlldy.

4.1. Baseline behavior

‘1’hc initial conditions for the calculatlioll  arc: R! = 50 x 10-4 cln, li~i  = 0.1 cm, 7f,~ =- 100 K (tllc
flllicl  drop temperature is assumed illitially  uniform), 1: = 1000 K, p = 20 LIPa. The flllid C11OI) is

composed of pure L OT (TC = 154.6 K, pC = 5.043 hIPa), while  the slwrolmding  is hyclrogen  (Y: == 33.2
K, pC = 1.313 hIPa);  in order to avoid an initial discontlinllity  that violates jllInp conditions, a sIIlall
amount of oxygen exists initially in the drop sluroluldings,  its distribution vanishing with increasing
r, Since these initial conditions are in the supercritical  LOT regime, evaporatioll  does not< occtw and
tile traditional concept of drop lifetime is meaningless. Therefore, the resldts are presented ill terms
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of variation of the clepenclcmtl  variables over the entire spatial domain withollt  refercll<’c to any
interface.

Figluw 3 illustrates the spatial variation of 7’, p and Y1 (i = 1 refers to LOZ) as a fluwtion  of
time. Comparisons between the variation of these cplantities  shows that the clensity  gradient is
the steepest, however it does not remain steep during  the entire time necessary for chop heating.
It is this density gradient that,  is captured in optical mcasurcxncmts  such  as Gokalp’s  [19]; since
the gradient eventually relaxes, the optical measurement yields  increasingly llncertain  I’esldts  as t
increases. The density gradient does not correspond to the Y1 gradient indicating that it is not, the
evolution of the pllre LOZ fluid  drop that is followecl in the measurements, but, that of an entity into
which hydrogen has cliffused. The pure LOZ flllicl drop shrinks very fast, and eventllally  disappears
as shown in Fig. 3 by Y1 (r = O) < 1. It is important, to realize that not, only do gradients of Y1 ancl
T occur at dificrent  locations, but, also that early-time gradients of T arc steeper than graclicmts
of Y1 whereas at later time the opposite is tr~m In fact, relaxation of the T and p profiles ocmns
much faster than that  of Y1 as seen in the very long time behavior illllstrated  in Fig.  4. This is
becallse  Dq is considerably larger than 1~~, as shown by their ratio, the traditional Le plotted in
Fig. 5. However, while under subcritical conditions Le is the ratio of heat to mass fllmes, under
supercritical  conditions Le is a misleading meas~lrc of the flux ratio [23]. on Fig. 5, an efieciive
Lewis number, Leejf,  based upon a bounclary layer, q~lasi-steady  estimate of the thermal ancl mass
diffusion length scales [23] is illustrated as well. Comparison of Le verslm Lc,ff shows that, the
effective Lewis number is about,  a factor of 40 larger than the traditional Le. The traditional Le
is calculated under the assumption that the molar flllx is proportional to mass fraction graciients
and the heat flux is proportional to tjempcraturc  gradients, an assumption that is not, satisfied in
the present situation. Comparisons between our results ancl those  of Yang et al. [10] for Le shows
that we predict similar Le variatio~ls,  althol@  our  values am larger for a given pressure,  as \vill be
discllssecl in the parametric variations Mow.

Propert ies mlatecl  to heat transfer are clepictecl  ill Fig.  6: CJ, is larger in the flllicl  ciro~) wllmeas
A is larger in the clrop surroundillgs.  l’his means that it is more clifficxdt  to heat, the clrop thaIl  the
clrolj  sluroundings  (Cf, is larger in t,hc chop), ancl that heat is more difflclllt  to transmit illsicle  the
clrop than in its sllrrolmdings  (A is larger in the clrop surrollllclings  than in the chop).  OI~t plots
for ~ S11OW a wider scale variation tha~l those of Yang et al. [10]  for same R: and T“, I)llt  larger p
at similar times. As will be seen  below, the scales become smaller (i. e. graciients  bcxome  larger)
\vitlll increasing pressluw  ancl thlls ollr resldts  clllalltitatively  disagrcw with tile slnall  scales shown
by Yang et al. [10] at approximately 12.5 MI)a  (a pressure smaller than that,  of 20 ilIPa as ill olw
calcldations).  It is speculated that,  the cliscrepancy  comes ftoln otlr ildllsion  of additional terms
[23] in the! model  and calcldat,ions.

YI versus T is clisplayed  in Fig. 7 as a fllnct,ion of tilne in orclcx  to parallel prcwiolls p lo t s
by c)ther  authors [17] for very similar sllpercrit,ical  conclitiolls;  tlw only cliffcmnces  are their illitial
raclills of 100 x 10 -4 cm ancl p = 8 hlI)a. Ollr  resldts  show Ilonc of the discontinllit,ies  clisplayecl
by  the resldts of Haldenwang  et al .  [17] which appcarecl  as a conseclllence  of their eclllilibriutn
assumption. The plots in Fig. 7 resemble in shape those of LMplancpw  ancl Sirignano  [14] obtaillccl
also at supercritical  conditions (p == 10.086 L, II’a, T~ = 1500 K) for a bllrlling  clroplet  of iclelltical
initial size, althOl@l  their plots  are restricteci  to a ch’oplet  interior whose definition is not, given (the
criterion for the interface location unclcx supercritical  conditions is nlissillg). ‘i’lle slnall  deviation

of alnong  all curves  on Fig. 7 for such a wiclc time interval suggests almost a similarity sollltjion;
this is an lmexpccted  resldt  given the complexity of the eqllations.  p verslw  7’ is lJlottcd ill Fig. 8
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as a flmctlion of t; away from the initial condition all the plots fall on the same line pointing again
to a similarity solution. These plots are for a larger tcmpcratllrcs  than those of Yang et al. [10]
btlt for a similar presslnc  regime. Comparisons with those plots am not, possible since those msldts
were obtained from phase equilibrium calcxdations  for a liquid mixture of LOZ and H 2.

To evaluate the assumption of constant pDnl made by other allthors  [14], we show in Fig. 9
spatial plots of this quantity at different, times. The plots show that  the initially lmiform profiles in
each side of the interface evolve strong llolllltliforrllitlies  with time; thus the assumption of constant<

pDT,,  should be discarded from all supercrit,ical  regime  stlldics.

4.2. Parametric study

The variation of the above results with initial flllid-drop  size, s(wrolmding  pressure and s~wrounding
telnperat)ure is important, for coaxial atomizer clesign. To explore the impact of these ~wriat,ions,
the results of the parametric stlldy  are discllssed  below.

4.2.1. Influence of initial fluid-drop size

To examine the impact of the initial size, calculations were performed with drops of initial raclius
~~ x 10-4 CXn and 300” x 10–4 cm and compared to those of the baseline case; plots  of the rcslllts  at

5 x 10--3 s appear in Fig. 10. The main result  of increasillg  the drop size is to delay drop heating,
produce a mom uniform LOZ  distribution at this time,  and nlaintaill  the strong clcnsity  gradient,
for longer times. Sillce  optical measlwenlents of the interface location correspond to the ciensity
graclient,  it is expected that,  experimcmtal  information on the interface nlotioll  Ivill  be more accurate
for larger drops.

4.2.2.  Influence of  surrounding pressure

in Figs. 11 and 12 we display resldts  for fixed illitial  drop size allcl  surrolltlc]ing  telnpmatllrc  as
a  f(mctjion  of sumolmding  pressllre  at 2  x  10- 2  s . The almost ,  constant ,  ~ bllt  mlwh  larger CT,
\vit,ll  illcreasing  p on the IJOZ .siclc of the interface (not,  shown) result  in smaller 2’ 011 the LOr
siclc of the interface; the opposite occllrs  on the H2 sicle of the interface. Thlls, T guadients  am
glcater with increasing p. Increasing the slwroluding  p clecreases  both  Dm, and Dl (not, shown);
however, there is relatively a larger reduction on tllc  H2 side of the interface. The clecrease  in D,,,
explains the smaller Y1 on the Hz sicle  of the intle~face and tile steeper gradients with increasing p .
Examination of the p profiles SI1OWS the considerably larger gradients witl~ illcreasillg  p; it is thlls
inferred that, experiments quantifying the interface motion will be more accllrate when  performed
at large pressures. Figure 12 illllstrates  the spatial variation of pDT,t  at different p ancl confirms that,
the asslmlption  of constant pD,7,  clcteriorates  with increasing p. This is an exl)ectlecl  resldt  since the
classical evaluation c)f D,,, as a flmct,ion  of 1’ that is the b<asis  of this asslltnl)tioll  is strictly valid
only in the limit of the low p (gas) regime.

Examination of the variation of Le with increasing p [23] shows that as p increases, l,e relnains
< 1 on the LOT  side of the interface, and decreases with increasing p, whereas Le remains > 1
OX1 the H2 siclc of the interface and increases with increasing p [23]. This spatial variation with
illcreasing  p shows that,  incleecl the gradients become steeper with increasing p. ~’he I,ewis  mltnber
scmm  insensitive to the pressure in the far field.
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The general variation of the dependent variables with increming  p indicates tlmt since the
gt’adicnts  become larger  dllc  to a redlmt,  ion in scales,  high pressure combllstion  in pra(’tics] dcwiccs
frill have  to rely  on strong  tlllrbldenm  to enhance mixing and heal transfer.

4 .2 .3 .  In f luence  o f  su r round ing  t empera tu re

Figure  13 contains plots illustrating resldts  at 2 x 10-2 s from calculations at T: = 1000 K and 500
K for p = 20,40 and 80 IvlPa. Spatial plots of the transport properties (not, illustrated) show that,
D,,t, D~ and A all increase with increasing 1: ,howcwer, Le decreases with increasing 1: on the 172
side immediately adjacent to the interface before the asymptotic illcreasing trencl  reappears [23].
On the LOT  side of the interface, Le remains < 1 and increases with increasing T:, however, the
difference becomes smaller with increasing p [23]; on the 112 side of the interface Le remains > 1
[23]. This means that scales become smaller with decreasing T:, an effect immediately apparent
upon examination of the p profiles. The larger gradients at smaller T~~ imply  that,  experiments with
drops at lower T5’ will yield data carrying less lmcertainty abollt  the interface motion since it woldcl
be more easily detectable.

As expected from the variation of Din,, clifl~lsion  of LO r is enhancecl  at larger temperatluws  bllt
the clifference decreases with increasing pressure, a resldt  easily observable ill Fig. 13. ‘1’he T plots
depicted in Fig. 13 show the same trends regarding the rc!lative gradients magnitude as those folmd
ill the plots of p and Y1. The larger T on the LOr  side of the interface  with clecreasing  presslm at
the larger 7: ancl the smaller T with clecreasing  prcss(lre  at the smaller T: am the effect  of the
larger reduction of LOZ  at those locations at the larger  T:;  ill  fact the variatioll  at smaller T: is a
snapshot of the early behavior of the drop at larger T:.

5. Conclusions

A model of an isolated fluid drop in quiescent,, finite spatial s~wroulldillgs  has been clerivcxl  Ilsing
the forlnalisln  of fluctuation theory. The moclel  present,ecl here is clerivecl fmm first prillciplm and
in[orporat,es  all physical aspects of high pressllre  bcllavior including Soret and Dufour  eflects,  high
pressllrc lllixtlllre-tllerllloclyllalllics  ancl mixtluw  translJort  properties over a Iviclc range of ~)resslltes
and telnperatlllres.

Results obtained for the LOX – H2 system show that the supercritical  behavior is that, of a slow
cliflusioll  process. The spatial temperature profile is the first  to relax, followecl  by the clcllsity profile;
the lllass  fractions remain nonuniform long after relaxation of both temperature ancl dc’I lsity. Givell
the long characteristic time associated with clifl(lsion,  it is not surprising that strong  t~lrbldcnce  is
Ilccded  to mix LOZ  and H 2 in liquid rocket  moto r s . The results are illsensitfive to the vatiatioxl
of the thermal diffusion factor (withi~l  the range 0.0-0.05 ancl llp to 80 MPa)  when this factor is
assluned constant with time and uniform [23]. This is relnarkablc  considering that the tllmnal
diffllsion  factor  is the only  free paralllCteI’ iIl the present calculatioIls. Also Ilnexpcctccl  is the sc!lf-
similar behavior of the LOX mass fraction versus the temperatllre  obtainecl  by eliminating the radial
I’ariation  between tlhc two dependent variables.

An important, although not unexpected finding is that the uniformity asslmlpt,ion  for the product
of the density by the mass diffusivity  is not justifiecl. Additionally, consistent with the different,

relaxation times of the temperature and mass fractions, the traditional Lewis nlunbm is sllowm  to
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be milch  smaller than an effective Lewis munbcx  estimated from a qlmsi-steady,  bollldary  laym
l-,llcory  presel~t,ed  elsewhere [23].

I’aramctric stuciics  performed by varying the illitial  flllid-chop  size, the slwrolllding  pressllm
and the surrounding tfemperatlllre  show that,  gradicntfs  become larger with increcming  press~lre and
smaller temperatures. The practical conseqllence  of this finding is that  increasing tlwbldence is
necessary to mix the reactants at larger pressures.

The above results could not be experimentally validated due to lack of observation of free fluid
drops in supercritical,  quiescent surroundings. Our results show that,  optical experimental data
mllst  be interpreted with caution since the detected density gradients are maintained only for
limited times. In that respect, the most accurate data is expected for large drops in high pressure
and low temperature surrolmdings  becallse the density gradients sllrvivc  longer with incrcmsing
flllicl-chop  size and pressure, and with decreasing tempcratluw.
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NOMENCLATURE

fluid drop sluface area
molar heat capacity at constant prcsstlrc
characteristic molecular interaction length
diffusion coefficients
emission flux
Gibbs free energy
molar enthalpy
l)lanck’s  constant,
molar fillx
set of tabldated constants for two species
molecldar  separation length
characteristic molecular length scale
transport matrix
elements of the transport matrix L
Lewis number
IllOkil IllaSS
reduced molar mass

fluicl  chop  mass
Llach munber
number of moles per unit, vollmle
mmlber  of species
Avogaclro’s  mmlber
pressure
hc!at flux
collision cross sectioll
radial coordinate
clrop raclills
universal gas constant,
time
temperature

velocity
mean, normal velocity of a moleclde  dlle  to thermal flllctllations
lnolar volume
generic  coordinate
mole fraction
mass fraction
compressibility factor
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accomoclation  coefficients
mass difhlsion  factors
thermal cliff usioll  factor
thermal expansion ratio
I/( RUT’)
activity coefficient
free energy of activation in Eyring’s  theory
latent heat,
viscosity
isentropic  compressibility
isothermal compressibility
thermal conductivity
chemical potential
dissipative expansion
density
surface tension
stress tensor
viscous dissipation

gas fugacity  coefficient

SUIK3CRIPTS

0!, p coordinate notation
b d~o~ interface,  at ~’ = Jtd
c critical point, property
d drop
eff effect ive
equil  t411cr1110cly11a111ic  equilibrilun
cvap cwaporation

!l grid

il~ species
?n Inass
7nix mixtlwe
n b normal  boiling point
1’ radial component
sat satlwation
si at the edge  of the sphere  of inflllence
1’ thermal
m far field

SUPERSCRIPTS
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gas gas
c; on the initial hydrogen side
fluid flllid

~)~ species
liq liqllid
L on the initial oxygen side
o initial value
// pllre substance
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FIGURE CAPTIONS

Fig. 1 Fittedv:  Llllesof  t}leoxy gelltll erlllalcoll  dllctivityalldco  Inl>arisoIlwitlle  xperi1lle1ltaldata.
Fig. 2 Calculationof  them  asscliffllsionc  oeflicientfor  anequimolar  mixtllue  ofhyclrogen ancloxygen
Fig. 3 Spatial variation of the temperatluc,  oxygen mass fraction and density at variolls times

for R: = 50 x 10-4 cm,  R~i = 0.1 cm,  Tj,b = 100 K ,Tj = 1000 K,
and p = 20 IvIPa.  l’he clues correspond to the following times: 0.0 s (- -),

7.5 X10-3 s (- - -), 1.25 X10-2 s (– o – “–), 1.5 X10-2 s (“ “ “ “), 1.75 X10-2 s (-- “-”),
2.414 x10-2 S ( – “ “–).

Fig. 4 LOIIg time behavior of the oxygen mass fraction for the initial conditions in the
Fig.3  caption. The cllrves  correspond to the following times: 0.0 s (---- ),
5 X 1 0-2 S (- - -), l.x IO--] s (– “ – “–), 1.5x10-l  s (“ “ “ “), 1.763 x10--1 s ( – ~ “–).

Fig. 5 Spatial variation of the traclit,ional  ancl an effective Lewis number at clifkrent times.  The
initial conditions are those of Fig. 3 caption.

Fig. 6 Spatial variation of CP ancl ~ for the initial conditions it] Fig. 3 caption. Clwvcs are labeled
as in Fig.3 caption.

Fig. 7 lenlporal  variation of the oxygen  mass fraction verslls  the temperature for the initial
conditions in Fig.3  captioll. The CIIVCS  are labeled as in Fig. 3 caption.

Fig. 8 Temporal variation of tllc  density vcrs~ls  the temperature for the initial conditions in
Fig.3  caption The CIIVCS  arc labclecl as in Fig. 3 caption.

Fig. 9 Spatial variation of pD,,,  for the inital  condition in Fig.3  caption. l’he cxwes are labeled
as in Fig; .3 caption.

Fig. 10 Spatial variation of tile  tclnperatlwel oxygen  mass fraction ancl density at 25 MPa. Plots
are at 5 x 10–3 s for initial fll~id drop radii 25X 10–4 cm (— . — “—),
50X 10-”4 cm (- )  and  300x10-4 cm ( . ~ .) .

Fig. 11 Spatial variation of the tempcratjlwe,  oxygen  mass fraction and clcnsity  at 2x 10-2 s
for several pressllres: 10 MPa (- - -), 20 hlPa (– . – .–), 25 hIPa (. . . .),
40 hIPa (- - ), 80 hIPa ( - . .– ). Otlmr initial conditions am:
R: == 50 X 1 0-4 cm, R,i == 0.1 (:111, T$b = 100 K ,T.j = 1000 K.

Fig. 12 Spatial variation of pD,,,  for the inital condition in Fig. 11 caption. The cmves are labeled

as in Fig. 11 ca~)t,ion.
Fig. 13 Spatial variation of the tclnperatllrc, oxygen  mass fraction and clensity  at T: = 1000 K

(- ), (- - -) aIld (- “ -- .-);  ancl at 1: = 500 K (4.. .), (-- ) ancl ( -. .--).
The other initial conditions are: ]?: ❑ = 50 x 10-4 

cm,

J/~i = 0.1 cm, ancl Tj,b = 100 K. Res~dts are at 2x 10 -2 s and for several pressures:
20 IvIPa (--- ) allcl  (. “ c .); 40 MPa(- - -) ancl (- --); ancl 80 hlPa (- .- .-) a~~d ( -. -).
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